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Context * (}

* Massive use of social media platforms in local languages during the COVID.

* Organizationslike WHO have developed automated social media analysis tools.

Problem

* Limitedto a very few languages, and several countries are unable to take their benefit.
* Low resource language specific tools have limited coverage.

* Gap indata availabilityand development of NLP tools for Nepali Language.



Contributions

* Nepali Annotated Tweets with COVID-19 Topics Classification (NAT-CTC) dataset
* An open-source web-based dashboard for topic analysis with online learning features

* Comparison of genericvs language family-specific multilingual language models
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Outline

* NAT-CTC Dataset



Dataset Overview '
e Multi-label multi-annotator dataset

* 12,241 tweets in Devanagariscript

* Manually tagged with 8 topics by 7 annotators



Keyword-based filtering

* |dentified 48 keywords covering majority of COVID-19-related tweets in Devnagari script

* Used twarc [1] to collect tweets tagged as Nepali by Twitter

* New keywords were added iteratively to an initial set of keywords using manual review

Keywords in Nepali

PITHS, PRI, PRIGATHSIH, PRIGATHGIH, HIATS,

SIS, HIfas, IATFGA, FATFHNA, I3, “3ifFaete]

fafoesy, dhs3T, AAUTAT, AT, ThiAd, @
g, BSolR, Hsol, FRIA, SR,

fOeIR, “TaEeg TAT FTATEIT HAATIT”, “BIH 3118
Hrelga”, 3MSAIITsT, JSAeldd, “GIar dgy”, THT
aa:lfr l;raqm?ﬂﬁ?n FETART, ATGTART, ARIee, AIA
Joc, Socl, “Socl toad”, “HshHUT J-Iclfd HATED, &1
%rc”rsm “Hife g, 319, Femrrr QTT, SNTEH,
sy, Afecelcy, Uﬁﬁﬁ FIeTRT,

“FyeT TATELY TS

[1] https://github.com/DocNow/twarc

English Translation

COVID, Corona, Corona Virus, Vaccine,
Bed, Oxygen Cylinder, Lockdown,
Infection, Infected, Fizer, Verocel, Home
Isolation, Isolation, Second

Wave, Ministry of Health and Population,

Efficient, Efficacy, Pandemic, Epidemic,
Variant, Delta, Delta Plus, Infection-free,
Mask, Sanitizer, Social Distancing, Dose,
Bed, Mutation, ICU, Ventilator, Antigen,
COVAX, World Health Organization


http:// https:/github.com/DocNow/twarc
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8 COVID-19-related Topics

e Referred to the 30 topicsused in WHO EARS [1]

e Contextualized and developed 8 topics suitable to describe specific narratives in Nepal

Lockdown Civic Views HiE duru)g Wa"f—'s and
Pandemic Variants

[1] https://www.who-ears.com/#/ 9



http://[1https:/www.who-ears.com/

Annotation with Incremental Learning

e 7 annotators used Label Studio [1] to annotate the tweets

Initial . Train ML R Predict Use our dashboard to

Annotation Model Labels correct labels

xy

* This process increased the annotation speed and improved the ML model

* 400 tweets were used to study inter-rater agreement between 4 annotators

* Mean Fleiss' Kappa [2,3] score of 0.64

[1] https://labelstud.io/
[2] Joseph L Fleiss. 1971. Measuring nominal scale agreement among many raters. Psychological bulletin, 76(5):378.
[3] Joseph L Fleiss, Bruce Levin, and Myunghee Cho Paik. 2013. Statistical methods for rates and proportions. john wiley & sons.



https://labelstud.io/
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* Nepali Tweets Classification



A
. ASA
Tweets Preprocessing

User mentions and link removal Remove blank spaces
Remove texts followed by "via" Lowercase Latin characters
Removal of tweets with length <3 Normalize Unicode strings to NFKC standard

fie) @ a3t httpssitco/gvoQiuikgox K
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Multilingual Language Models

1. mBERT: Generic with more Latin Scripts ~ 104 languages [1]

2. MuRIL: More emphasis on Indic Languages ~ 17 languages [2]

[1] Jacob Devlin, Ming-WeiChang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of deep bidirectional transformers forlanguage under- standing. In Proceedings of
the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers),

pages 4171-4186, Minneapolis, Minnesota. Association for Computational Linguistics.

[2] Simran Khanuja, Diksha Bansal, Sarvesh Mehtani, Savya Khosla, Atreyee Dey, Balaji Gopalan, Dilip Kumar Margam, Pooja Aggarwal, Rajiv Teja Nagipogu, Shachi Dave, etal.
2021. Muril: Multi-lingual representations forindian languages. ArXiv preprint arXiv:2103.10730.
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Model Pipeline

Tweet Topics
l 0
[ Tokenizer ]—f’[ Encoder H Dropout J

X

(Batch NormalizationJ—bFLinear' Classifier ]
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Outline

e Results



Topic-wise Model Performance

Topics F1-Score Area under PR Curve
COVID Stats 0.91 +0.01 0.96 +0.00
Vaccination 0.97 £ 0.00 0.98 £ 0.00
COVID Politics 0.71+0.01 0.76 £ 0.01
Humor 0.74 £0.01 0.77 £0.01
Lockdown 0.97 + 0.01 0.99 + 0.00
CivicViews 0.73 £0.01 0.76 £ 0.01
Life during Pandemic 0.61 +£0.03 0.62 +0.04
Waves and Variants 0.85+0.01 0.92 +£0.01



Metrics

Metrics vs Kappa Score
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® F1-Score

F1-Score = 0.582 *
Kappa + 0.441

® AUPR

AUPR = 0.573 * Kappa
+0.479
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MBERT vs MuRIL

of a certain minimum number.

* Small dataset: 8,089 tweets
* Large dataset: 12,241 tweets
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Language family-specific models better than generic models only when finetuning dataset size is
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Outline

 Final Remarks



Final Remarks

* Although our dataset is not large, it may be valuable for transfer learning and semi-supervised

learning.

* Our dataset can help to make multilingual datasets more inclusive, and the models trained on

them more robust.

* Translating and transliterating to and from our dataset can help in augmentation in

various settings.
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